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Introduction and motivation. Spectral analysis on fractals:

- Weak Uncertainty Principle (Okoudjou, Saloff-Coste, Strichartz, T., 2008)
- Laplacians on fractals with spectral gaps gaps have nicer Fourier series (Strichartz, 2005)
- Bohr asymptotics on infinite Sierpinski gasket (with Chen, Molchanov, 2015).
- Singularly continuous spectrum of a self-similar Laplacian on the half-line (with Chen, 2016).

1. Algebraic applications: spectrum of the Laplacian on the Basilica Julia set (with Rogers, Brzoska, George, Jarvis et al. (research in progress)).


This is a part of the broader program to develop probabilistic, spectral and vector analysis on singular spaces by carefully building approximations by graphs or manifolds.
Abstract

We present relations between growth, growth of diameters and the rate of vanishing of the spectral gap in Schreier graphs of automaton groups. In particular, we introduce a series of examples, called Hanoi Towers groups since they model the well known Hanoi Towers Problem, that illustrate some of the possible types of behavior. To cite this article: R. Grigorchuk, Z. Šunič, C. R. Acad. Sci. Paris, Ser. I 344 (2006).
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We take a model of foamy space-time structure described by self-similar fractals. We study the propagation of a scalar field on such a background and we show that for almost any initial conditions the renormalization group equations lead to an effective highly symmetric metric at large scale.
Fig. 1. The first two iterations of a 2-dimensional 3-fractal.
Fig. 5. The plane of 2-parameter homogeneous metrics on the Sierpinski gasket. The hyperbole $\alpha = -\beta/\beta + 1$ separates the domain of euclidean metrics from minkowskian metrics and corresponds – except at the origin – to 1-dimensional metrics. $M_1$, $M_2$, $M_3$ denote unstable minkowskian fixed geometries while $E$ corresponds to the stable euclidean fixed point. The unstable fixed points $0_1$, $0_2$ and $0_3$ associated to 0-dimensional geometries are located at the origin and at infinity on the $(\alpha, \beta)$ coordinates axis. The six straight lines are subsets invariant with respect to the recursion relation but repulsive in the region where they are dashed. The first points of two sequences of iterations are drawn. Note that for one of them the 10th point ($\alpha = -56.4$, $\beta = -52.5$) is outside the frame of the figure.
Fig. 10. A metrical representation of the two first iterations of a 2-dimensional 2-fractal corresponding to the euclidean fixed point. Vertices are labelled according to fig. 4.

The angles of the cell without its base, that is $\pi_\text{r}$, minus the sum of the angles not belonging to the cell and touching the 3 exterior vertices of the cell, that is $2\pi - \pi_\text{r} = \pi_\text{r}$. We find thus that the curvature of a cell is zero, which is consistent with the assumption that the space surrounding the cell is flat.

Though the exact value of the curvature at each vertex of a cell is subject to some arbitrariness, because of the arbitrariness showed in the previous section of the normalization of the $\pi_\text{i}$'s at successive levels, one easily verifies that, for the homogeneous metrics considered here, all the non-zero cancelling curvatures are located at the cell boundaries. The vertices belonging to the $p$ and $(p + 1)$ levels of fractalization have negative curvature, the others have positive curvature.

Consider now a metric $n$-fractal, $n \gg 1$, cutoff after the first iteration (or equivalently a $(p-1)$ triangle in a fractal cutoff at the $p$th level). The result is a triangular lattice. Because the integrated curvature of any cell is zero, the inside of the lattice is correctly described on the average by a locally flat metric.
7. Effective resistance metric, Green's function and capacity of points

We first recall from Ki4 some facts about limits of resistance networks. Although we state all the results of this section for the Sierpiński gasket, they can be applied to general pcf fractals with only minor changes.

Let \( E(f, f) \) be defined by (1.2) for any function \( f \) on \( V^* \), where \( E_n \) is a compatible sequence of Dirichlet forms on \( \Gamma_n \).

**Proposition 7.1.** Every point of \( V^* = \bigcup_{n \geq 0} V_n \) has positive capacity.

**Proof.** Let \( x \in V^* \). Then \( x \in V_n \) for some \( n \). The capacity of \( \{x\} \) with respect to \( E \) is the same as that with respect to \( E_n \) because of the compatibility of the sequence of networks. The latter capacity is positive because \( V_n \) is a finite set. □

The effective resistance is defined for any \( x, y \in V^* \) by

\[
R(x, y) = \left( \min_{u} \{ E(u, u) : u(x) = 1, u(y) = 0 \} \right) - 1.
\]

(7.1)

Here the minimum is taken over all functions on \( V^* \). Note that \( x, y \in V_n \) for large enough \( n \) and that (7.1) does not change if \( E \) is replaced by \( E_n \), because of the compatibility condition (see Ki4, Proposition 2.1.11). By Theorem 2.1.14 in Ki4, \( R(x, y) \) is a metric on \( V^* \). In what follows we will write \( R \)-continuity, \( R \)-closure etc. for continuity, closure etc. with respect to the effective resistance metric \( R \). It is known that if \( E(u, u) < \infty \) then \( u \) is \( R \)-continuous (Ki4, Theorem 2.2.6(1)). The main ingredient in the proof of this fact is the inequality

\[
|u(x) - u(y)|^2 \leq R(x, y) E(u, u).
\]

(7.2)

Let \( \Omega \) be the \( R \)-completion of \( V^* \). We can conclude from (7.2) that if \( u \) is a function on \( V^* \) such that \( E(u, u) < \infty \) then \( u \) has a unique continuation.

---

**Figure 6.4.** Geometric interpretation of Proposition 6.1.
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We measure the spectral dimension of universes emerging from nonperturbative quantum gravity, defined through state sums of causal triangulated geometries. While four dimensional on large scales, the quantum universe appears two dimensional at short distances. We conclude that quantum gravity may be “self-renormalizing” at the Planck scale, by virtue of a mechanism of dynamical dimensional reduction.
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Quantum gravity as an ultraviolet regulator?—A shared hope of researchers in otherwise disparate approaches to quantum gravity is that the microstructure of space and time may provide a physical regulator for the ultraviolet infinities encountered in perturbative quantum field theory. The spectral dimension, a diffeomorphism-invariant quantity obtained from studying diffusion on the quantum ensemble of geometries. On large scales and within measuring accuracy, it is equal to four, in agreement with earlier measurements of the large-scale dimensionality based on the
other hand, the “short-distance spectral dimension,” obtained by extrapolating Eq. (12) to \( \sigma \to 0 \) is given by

\[
D_s(\sigma = 0) = 1.80 \pm 0.25,
\]

and thus is compatible with the integer value two.
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ABSTRACT: The emergence of fractal features in the microscopic structure of space-time is a common theme in many approaches to quantum gravity. In this work we carry out a detailed renormalization group study of the spectral dimension \( d_s \) and walk dimension \( d_w \) associated with the effective space-times of asymptotically safe Quantum Einstein Gravity (QEG). We discover three scaling regimes where these generalized dimensions are approximately constant for an extended range of length scales: a classical regime where \( d_s = d, d_w = 2 \), a semi-classical regime where \( d_s = 2d/(2+d), d_w = 2 + d \), and the UV-fixed point regime where \( d_s = d/2, d_w = 4 \). On the length scales covered by three-dimensional Monte Carlo simulations, the resulting spectral dimension is shown to be in very good agreement with the data. This comparison also provides a natural explanation for the apparent puzzle between the short distance behavior of the spectral dimension reported from Causal Dynamical Triangulations (CDT), Euclidean Dynamical Triangulations (EDT), and Asymptotic Safety.
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Fractal space-times under the microscope: 
A Renormalization Group view on Monte Carlo data

Martin Reuter and Frank Saueressig

a classical regime where $d_s = d, d_w = 2$, a semi-classical regime where $d_s = 2d/(2 + d), d_w = 2 + d$, and the UV-fixed point regime where $d_s = d/2, d_w = 4$. On the length scales covered
Part 1: Spectral analysis on fractals

A part of an infinite Sierpiński gasket.
Weak Uncertainty Principle (Kasso Okoudjou, Laurent Saloff-Coste, T., 2008)

The $\mathbb{R}^1$ Heisenberg Uncertainty Principle is equivalent, if $\|f\|_{L^2} = 1$, to

$$\left( \int_{\mathbb{R}} \int_{\mathbb{R}} |x - y|^2 |f(x)|^2 |f(y)|^2 \, dx \, dy \right) \cdot \left( \int_{\mathbb{R}} |f'(x)|^2 \, dx \right) \geq \frac{1}{8}$$

On a metric measure space $(K, d, \mu)$ with an energy form $\mathcal{E}$

a weak uncertainty principle

\[ \text{Var}_\gamma(u) \mathcal{E}(u, u) \geq C \quad (1) \]

holds for $u \in L^2(K) \cap \text{Dom}(\mathcal{E})$

\[ \text{Var}_\gamma(u) = \int\int_{K \times K} d(x, y)\gamma |u(x)|^2 |u(y)|^2 \, d\mu(x) \, d\mu(y). \quad (2) \]

provided either that $d$ is the effective resistance metric, or some of the suitable Poincare inequalities are satisfied.
Laplacians on fractals with spectral gaps gaps have nicer Fourier series (Robert Strichartz, 2005)

If the Laplacian has an infinite sequence of exponentially large spectral gaps and the heat kernel satisfies sub-Gaussian estimates, then the partial sums of Fourier series (spectral expansions of the Laplacian) converge uniformly along certain special subsequences.

U. Andrews, J.P. Chen, G. Bonik, R.W. Martin, T.,
Wave equation on one-dimensional fractals with spectral decimation.
http://teplyaev.math.uconn.edu/fractalwave/

An introduction given in 2007:
http://www.math.uconn.edu/~teplyaev/gregynog/AT.pdf
Figure: An illustration to the computation of the spectrum on the infinite Sierpiński gasket. The curved lines show the graph of the function $\mathcal{R}(\cdot)$.


On the infinite Sierpiński gasket the spectrum of the Laplacian consists of a dense set of eigenvalues $\mathcal{R}^{-1}(\Sigma_0)$ of infinite multiplicity and a singularly continuous component of spectral multiplicity one supported on $\mathcal{R}^{-1}(\mathcal{J}_R)$. 
Energy spectrum for a fractal lattice in a magnetic field
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To simulate a kind of magnetic field in a fractal environment we study the tight-binding Schrödinger equation on a Sierpinski gasket. The magnetic field is represented by the introduction of a phase onto each hopping matrix element. The energy levels can then be determined by either direct diagonalization or recursive methods. The introduction of a phase breaks all the degeneracies which exist in and dominate the zero-field solution. The spectrum in the field may be viewed as considerably broader than the spectrum with no field. A novel feature of the recursion relations is that it leads to a power-law behavior of the escape rate. Green’s-function arguments suggest that a majority of the eigenstates are truly extended despite the finite order of ramification of the fractal lattice.
FIG. 1. Fragment of the Sierpinski gasket. The phase of the hopping matrix is equal to $\phi$ in the direction of the arrow and $-\phi$ otherwise.
BAND SPECTRUM FOR AN ELECTRON ON A SIERPINSKI GASKET IN A MAGNETIC FIELD
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We consider a quantum charged particle on a fractal lattice given by a Sierpinski gasket, submitted to a uniform magnetic field, in a tight binding approximation. Its band spectrum is numerically computed and exhibits a fractal structure. The groundstate energy is also compared to the superconductor transition curve measured for a Sierpinski lattice of superconducting material.
through the cells of type I and II (see Fig. 1). One can choose the gauge in such a way that $H$ depends only upon $\alpha$ and $\alpha'$ in a periodic way with period one. We will denote by $H(\alpha, \alpha')$ this operator from now on.

We also introduce the dilation operator $D$ defined as:

$$D\varphi(m) = \varphi(2m). \tag{2}$$

The scaling properties of this system are expressed in the following Renormalization Group Equation (RGE) [23]:

$$E\{E1 - H(\alpha, \alpha')\}^{-1} D = G\{E^*1 - H(\alpha^*, \alpha'^*)\}^{-1}, \tag{3}$$

where [7, 16]:

(i) \quad $$G = \frac{\{E^3 - 3E - 2(XU + YV)\}}{(S^2 + C^2)^{1/2}},$$

(ii) \quad $$E^* = \frac{\{E^4 - 7E^2 - [2(XU + YV) + 4X]E + 4(1 - U)\}}{(S^2 + C^2)^{1/2}}, \tag{4}$$

Fig. 2. Spectrum of $H(\alpha)$, computed by 10 iterations of $F$. $\alpha$ is the horizontal variable, ranging from 0 to 1. $E$ is the vertical variable, ranging from $-4$ to 4.
These results have been compared with an experiment performed on an array of superconducting A1-wires shaped like a Sierpinski gasket with six levels of hierarchy. A description of this pattern generated by e-beam lithography has been given in [20]. More details will be published in a separate paper [21]. The transition curve in the parameter space \((T, B)\), where

Fig. 3. Four enlargements of the upper left corner of Fig. 2, showing the fractal nature of the spectrum, with the approximate scaling law (7). \(\alpha\) is the horizontal variable, ranging from 0 to \(2^{-k}\), \(k = 2, 4, 6, 8\). \(E\) is the vertical variable, ranging from \(E_0\) to 4, \(E_0 = 2.4, 3.68, 3.936, 3.9872\).

Fig. 4. Comparison between the calculated edge of the spectrum (left scale) with the experimental result (right scale) on the critical temperature of a superconducting gasket: \(\Delta T_c/T_c\) vs \(\alpha\) in log-log plot, where \(\alpha = \Phi/\Phi_0\) is the reduced magnetic flux in the elementary triangle of the gasket: equation 8 has been used to calculate the theoretical curve using the best fit parameters as explained in the text. The two curves have been shifted for clarity.
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1. INTRODUCTION

Several quantal systems involving scale invariant properties, have been studied during the last few years by means of a Renormalization Group (RG) method. The most useful type of models is probably the hamiltonian describing the motion of a particle, phonon or electron, in a quasicrystal. The first quantity to be calculated is the energy spectrum, from which we usually get others like the density of states (DOS), thermodynamical information, like the heat capacity or the magnetic susceptibility, or even various transport coefficients, like the conductivity. Using the spatial macroscopic symmetries, translations and scale invariance, it is possible to get equations satisfied by the model which happen to be sufficient to compute the spectrum in many cases. In particular the scale invariance will produce fractal spectra and scaling laws for the physical quantities.

The main difficulty is that unlike the 1D case for which the calculation can usually be performed by means of the transfer matrix method, the higher dimensional cases are far from being under control yet. In this short paper we want to give an account of a new strategy using operator algebras which should permit to extend the analysis to higher dimension. Eventhough the method is not yet completely developed, it has already given a certain number of convincing results, and we believe it should be the most efficient way of studying these problems. In this paper we compare it with the transfer matrix formulation for 1D chain and we show that both point of view are equivalent. We will only give an insight of what happens for higher dimensional quasicrystals, for this part of the work is still under progress.

2. JACOBI MATRIX OF A JULIA SET

2.1 The Julia Set of a Polynomial

The simplest model was designed in 1982 [Bellissard(82)], to get a new class of hamiltonians with Cantor spectra. It is the Jacobi matrix associated to a Julia set. Let \( P(z) = z^n + p_{1}z^{n-1} + \ldots + p_{N-1}z + p_{N} \) be a polynomial with real coefficients. We then consider the dynamical system on the complex plane defined by \( z_{n+1} = P(z_{n}) \). Clearly the point at infinity is fixed by \( P \), and it is attractive, for there is \( R > 0 \) big enough, such that whenever \( |z| \geq R \), then \( |P(z)| \geq R^{n/2} \). Let \( \zeta \) be a fixpoint, namely a solution of \( P(\zeta) = \zeta \), and let \( D(\zeta) \) be the "domain of attraction of \( \zeta \)", namely the open set of points \( z_0 \) such that \( z_n \to \zeta \) as \( n \to \infty \). The Julia set \( J(P) \) of \( P \) is the complement of the union of the attraction domain of all fixpoints. Since the point at infinity is always attractive, \( J(P) \) is always compact. A famous theorem by Julia and Fatou [Julia(18), Fatou(19), Douady(82)] asserts that \( J(P) \) is completely disconnected whenever all critical points of \( P \) are attracted by the point at infinity.
3.SIERPINSKY LATTICE IN A MAGNETIC FIELD

3.1 The 2D Sierpinsky Lattice [Alexander(83,84), Rammal(84)]
The Sierpinsky lattice $S$ in 2D is usually constructed according to the fig.1 below. Namely, let $e_1,e_2$ be two unit vectors making an angle of $60^\circ$. Then $S$ is contained in the set $Ne_1+Ne_2$. Let then $S_k$ be the subset of points $x \in S$ with $x=me_1+ne_2$ and $0 < m+n \leq 2^k$. $S_k$ is recursively constructed as $S_i = \{me_1+ne_2 : 0 \leq m+n \leq 2, S_{k+1} = \bigcup\{S_k+2^ke_1\} \cup \bigcup_{k \neq k_2} S_k \}$. for $k \geq 1$, and $S = \bigcup_{k \geq 2} S_k$.

![Fig.1: The subset $S_3$ of the Sierpinsky lattice in 2D.](image)

Renormalization group analysis and quasicrystals

From this construction it follows that $2S$ is included in $S$. A site in $2S$ is called "even", the others "odd". Any odd site admits the decomposition $2x+y$ where $x \in S$ and $y \in T = \{e_1, e_2, e_1+e_2\}$. The subsets $T(x) = T+2x$ are called "blocks". If $x \in S$, its nearest neighbours are all points in $S$ within a distance $l$ of $x$.

3.2 The Laplacian on $S$
The Laplace operators $\Delta_+$ and $\Delta_-$ are defined on the Hilbert spaces $H(S)$ and $H(S\{0\})$ respectively by:

$$
\Delta_+ \phi(x) = \sqrt{2} \sum_{x'=0; x'-x=1} \phi(x'),
$$

$$
\Delta_- \phi(x) = \sqrt{2} \psi(0) + \sum_{x \neq 0; x'-x=1} \phi(x'),
$$

if $|x|=1$, and

$$
\Delta_+ \phi(x) = \sum_{x': x'-x=1} \phi(x'),
$$

$$
\Delta_- \psi(x) = \sum_{x: x'-x=1} \psi(x'),
$$

$x \in S\{0\}, \psi \in H(S\{0\})$.

Our goal is to compute the spectrum of $\Delta$. In order to do so we will use the scale invariance of the Sierpinsky lattice. The main result is the following [Rammal(84), Bellissard(85)].

**Theorem 3:** The spectrum of $\Delta$ is made of two infinite sequences of eigenvalues of infinite multiplicity accumulating on the Julia set of the polynomial $P(z) = z(z-3)$. The first sequence consists of one isolated eigenvalue in each gap of $J(P)$, whereas the other consists of one edge of each gap of $J(P)$. 

**Proof:** Let us introduce the dilation operator $D$ defined by

$$
D \psi(x) = \psi(2x) \quad x \in S, \quad \psi \in H(S).
$$

It is a partial isometry such that $DD^* = I$. Then we claim that $\Delta \psi$ are solutions of the following RG equation [Bellissard(85)]:

$$
D \{zI-\Delta\}^{-1}D^* = (z-2)(z+1)/(z+2) \{P(z)I-\Delta\}^{-1}, \quad P(z) = z(z-3)
$$
\[ E = \frac{z^4 - 7z^2 - [2(XU+YV)+4X]z + 4(1-U)]}{[S^2 + C^2]^{1/2}}, \]

(17)

\[ \beta + \beta' = 4(\alpha + \alpha') \quad \beta - \beta' = 2(\alpha - \alpha') - 3/\pi \arctan(S/C) \]

with:

\[ S = (XV + YU) + 2Yz + 2(V + XY), \quad C = z^2 + [(XY - YV) + 2X]z + 2(U - Y^2), \]

(18)

\[ X = \cos 2\pi \alpha, \quad Y = \sin 2\pi \alpha, \quad U = \cos 2\pi (\alpha + \alpha'), \quad V = \sin 2\pi (\alpha + \alpha') \]

Following the intuition provided by the last section, the "dynamical spectrum" is defined as the invariant set of the map \( F(z, \alpha, \alpha') = (E, \beta, \beta') \) of \( R \times T^2 \). Since \( \beta + \beta' = 4(\alpha + \alpha') \) in (17), only one of the two normalized fluxes is actually relevant, leading to an effective 2D map. Is the dynamical spectrum equal to the actual spectrum of the original operator? This is a question with no answer yet. Nevertheless the numerical calculation of the dynamical spectrum given in fig.2 below [Ghez(87)], shows that it should be.

One should point out there that this calculation has been compared to an experiment performed in Grenoble, on a superconducting network designed according to fig. 1. Landau-Ginzburg's theory [de Gennes(81), Alexander(83)] shows that the transition between the normal metal and the superconducting phases occurs in the \((T, B)\) plane (where \( T \) is the temperature) on a curve which is simply related to the edge of the dynamical spectrum as calculated above [Ghez(87)]. The comparison between theory and experiment is actually very accurate as shown in fig.3 below.
Following the intuition provided by the last section, the "dynamical spectrum" is defined as the invariant set of the map $F(z,\alpha,\alpha') = (E,\beta,\beta')$ of $R x T^2$. Since $\beta + \beta' = 4(\alpha + \alpha')$ in (17), only one of the two normalized fluxes is actually relevant, leading to an effective 2D map. Is the dynamical spectrum equal to the actual spectrum of the original operator? This is a question with no answer yet. Nevertheless the numerical calculation of the dynamical spectrum given in fig.2 below [Ghez(87)], shows that it should be.

One should point out there that this calculation has been compared to an experiment performed in Grenoble, on a superconducting network designed according to fig. 1. Landau-Ginzburg's theory [de Gennes(81), Alexander(83)] shows that the transition between the normal metal and the super conducting phases occurs in the $(T,B)$ plane (where $T$ is the temperature) on a curve which is simply related to the edge of the dynamical spectrum as calculated above [Ghez(87)]. The comparison between theory and experiment is actually very accurate as shown in fig.3 below.
Recent refs related to Dirac operators on fractals


*note especially Theorem 5.24*


*note especially Theorem 3.3*
Half-line example

Figure: Transition probabilities in the $pq$ random walk. Here $p \in (0, 1)$ and $q = 1 - p$.

$$(\Delta_p f)(x) = \begin{cases} 
  f(0) - f(1), & \text{if } x = 0 \\
  f(x) - qf(x - 1) - pf(x + 1), & \text{if } 3^{-m(x)}x \equiv 1 \pmod{3} \\
  f(x) - pf(x - 1) - qf(x + 1), & \text{if } 3^{-m(x)}x \equiv 2 \pmod{3}
\end{cases}$$

Theorem (J.P. Chen, T., 2016)

If $p \neq \frac{1}{2}$, the Laplacian $\Delta_p$ on $\ell^2(\mathbb{Z}_+)$ has purely singularly continuous spectrum.

The spectrum is the Julia set of the polynomial $R(z) = \frac{z(z^2 - 3z + (2 + pq))}{pq}$, which is a topological Cantor set of Lebesgue measure zero.
Bohr asymptotics

For 1D Schrödinger operator

\[ H\psi = -\psi'' + V(x)\psi, \quad x \geq 0 \]  \hspace{1cm} (3)

if \( V(x) \to +\infty \) as \( x \to +\infty \) then (H. Weyl), the spectrum of \( H \) in \( L^2([0, \infty), dx) \) is discrete and, under some technical conditions,

\[ N(\lambda, V) := \#\{\lambda_i(H) \leq \lambda\} \sim \frac{1}{\pi} \int_0^\infty \sqrt{\lambda - V(x)}_+ \, dx. \]  \hspace{1cm} (4)

This is known as the Bohr’s formula. It can be generalized for \( \mathbb{R}^n \).

On infinite Sierpinski-type fractafolds, under mild assumptions,

$$\lim_{\lambda \to \infty} \frac{N(V, \lambda)}{g(V, \lambda)} = 1,$$

(5)

where

$$g(V, \lambda) := \int_{K_\infty} \left[ (\lambda - V(x))^+ \right]^{d_s/2} G \left( \frac{1}{2} \log(\lambda - V(x))^+ \right) \mu_\infty (dx),$$

(6)

where $G$ is the Kigami-Lapidus periodic function, obtained via a renewal theorem.
The question of existence of groups with intermediate growth, i.e. subexponential but not polynomial, was asked by Milnor in 1968 and answered in the positive by Grigorchuk in 1984. There are still open questions in this area, and a complete picture of which orders of growth are possible, and which are not, is missing.

The Basilica group is a group generated by a finite automation acting on the binary tree in a self-similar fashion, introduced by R. Grigorchuk and A. Zuk in 2002, does not belong to the closure of the set of groups of subexponential growth under the operations of group extension and direct limit.

In 2005 L. Bartholdi and B. Virag further showed it to be amenable, making the Basilica group the 1st example of an amenable but not subexponentially amenable group (also “Münchhausen trick” and amenability of self-similar groups by V.A. Kaimanovich).
The Basilica fractal is the Julia set of the polynomial \( z^2 - 1 \). In 2005, V. Nekrashevych described the group as the iterated monodromy group, and there exists a natural way to associate it to the Basilica fractal (Nekrashevych+T., 2008).

In Schreier graphs of the Basilica group (2010), Nagnibeda et al. classified up to isomorphism all possible limits of finite Schreier graphs of the Basilica group. In Laplacians on the Basilica Julia set (2010), L. Rogers+T. constructed Dirichlet forms and the corresponding Laplacians on the Basilica fractal in two different ways: by imposing a self-similar harmonic structure and a graph-directed self-similar structure on the fractal.

In 2012-2015, Dong, Flock, Molitor, Ott, Spicer, Totari and Strichartz provided numerical techniques to approximate eigenvalues and eigenfunctions on families of Laplacians on the Julia sets of \( z^2 + c \).
pictures taken from paper by Nagnibeda et. al.
Replacement Rule and the Graphs $G_n$
Spectral Analysis of the Basilica Graphs

Distribution of Eigenvalues, Level 13

Cumulative Distribution of Eigenvalues, Level 13
One can define a Dirichlet to Neumann map for the two boundary points of the graphs $G_n$. One can construct a dynamical system to determine these maps (which are two by two matrices). The dynamical system allows us to prove the following.

**Theorem**

In the Hausdorff metric, $\limsup_{n \to \infty} \sigma(L^{(n)})$ has a gap that contains the interval $(2.5, 2.8)$.

**Conjecture**

In the Hausdorff metric, $\limsup_{n \to \infty} \sigma(L^{(n)})$ has infinitely many gaps.

Proving the conjecture would be interesting. One would be able to apply the results discovered by R. Strichartz in *Laplacians on Fractals with Spectral Gaps have nicer Fourier Series* (2005).
Spectral Analysis of the Basilica Graphs

Infinite Blow-ups of $G_n$

**Definition**

Let $\{k_n\}_{n \in \mathbb{N}}$ be a strictly increasing subsequence of the natural numbers. For each $n$, embed $G_{k_n}$ in some isomorphic subgraph of $G_{k_{n+1}}$. The corresponding infinite blow-up is $G_{\infty} := \bigcup_{n \geq 0} G_{k_n}$.

**Assumption**

The infinite blow-up $G_{\infty}$ satisfies:

- For $n \geq 1$, the long path of $G_{k_{n-1}}$ is embedded in a loop $\gamma_n$ of $G_{k_n}$.
- Apart from $l_{k_{n-1}}$ and $r_{k_{n-1}}$, no vertex of the long path can be the 3, 6, 9 or 12 o’clock vertex of $\gamma_n$.
- The only vertices of $G_{k_n}$ that connect to vertices outside the graph are the boundary vertices of $G_{k_n}$.
Theorem

(1) \( \sigma(L^{(k_n)}_{\ell^2_{a,k_n,\gamma_n}}) = \sigma(L^{(j_n)}_0) \).

(2) The spectrum of \( L^{(\infty)} \) is pure point. The set of eigenvalues of \( L^{(\infty)} \) is

\[
\bigcup_{n \geq 0} \sigma(L^{(j_n)}_0) = \bigcup_{n \geq 0} c_{j_n}^{-1}\{0\},
\]

where the polynomials \( c_n \) are the characteristic polynomials of \( L^{(n)}_0 \), as defined in the previous proposition.

(3) Moreover, the set of eigenfunctions of \( L^{(\infty)} \) with finite support is complete in \( \ell^2 \).
Part 2: Canonical diffusions on the pattern spaces of aperiodic Delone sets (Patricia Alonso-Ruiz, Michael Hinz, T., Rodrigo Treviño)

A subset $\Lambda \subset \mathbb{R}^d$ is a Delone set if it is uniformly discrete:

$$\exists \varepsilon > 0 : |\vec{x} - \vec{y}| > \varepsilon \quad \forall \vec{x}, \vec{y} \in \Lambda$$

and relatively dense:

$$\exists R > 0 : \Lambda \cap B_R(\vec{x}) \neq \emptyset \quad \forall \vec{x} \in \mathbb{R}^d.$$ 

A Delone set has finite local complexity if $\forall R > 0 \exists$ finitely many clusters $P_1, \ldots, P_{n_R}$ such that for any $\vec{x} \in \mathbb{R}^d$ there is an $i$ such that the set $B_R(\vec{x}) \cap \Lambda$ is translation-equivalent to $P_i$.

A Delone set $\Lambda$ is aperiodic if $\Lambda - \vec{t} = \Lambda$ implies $\vec{t} = \vec{0}$. It is repetitive if for any cluster $P \subset \Lambda$ there exists $R_P > 0$ such that for any $\vec{x} \in \mathbb{R}^d$ the cluster $B_{R_P}(\vec{x}) \cap \Lambda$ contains a cluster which is translation-equivalent to $P$.

These sets have applications in crystallography ($\approx 1920$), coding theory, approximation algorithms, and the theory of quasicrystals.
Electron diffraction picture of a Zn-Mg-Ho quasicrystal
Penrose tiling
Let $\Lambda_0 \subset \mathbb{R}^d$ be a Delone set. The pattern space (hull) of $\Lambda_0$ is the closure of the set of translates of $\Lambda_0$ with respect to the metric $\varrho$, i.e.

$$\Omega_{\Lambda_0} = \overline{\{ \varphi_{\vec{t}}(\Lambda_0) : \vec{t} \in \mathbb{R}^d \}}.$$

**Definition**

Let $\Lambda_0 \subset \mathbb{R}^d$ be a Delone set and denote by $\varphi_{\vec{t}}(\Lambda_0) = \Lambda_0 - \vec{t}$ its translation by the vector $\vec{t} \in \mathbb{R}^d$. For any two translates $\Lambda_1$ and $\Lambda_2$ of $\Lambda_0$ define $\varrho(\Lambda_1, \Lambda_2) = \inf\{ \varepsilon > 0 : \exists \vec{s}, \vec{t} \in B_\varepsilon(\vec{0}) : B_{\frac{1}{\varepsilon}}(\vec{0}) \cap \varphi_{\vec{s}}(\Lambda_1) = B_{\frac{1}{\varepsilon}}(\vec{0}) \cap \varphi_{\vec{t}}(\Lambda_2) \} \wedge 2^{-1/2}$

**Assumption**

The action of $\mathbb{R}^d$ on $\Omega$ is uniquely ergodic: $\Omega$ is a compact metric space with the unique $\mathbb{R}^d$-invariant probability measure $\mu$. 
Topological solenoids
(similar topological features as the pattern space $\Omega$):
Theorem

(i) If $\mathbf{W} = (\mathbf{W}_t)_{t \geq 0}$ is the standard Gaussian Brownian motion on $\mathbb{R}^d$, then for any $\Lambda \in \Omega$ the process $X_\Lambda^t := \varphi_{\mathbf{W}_t}(\Lambda) = \Lambda - \mathbf{W}_t$ is a conservative Feller diffusion on $(\Omega, \varrho)$.

(ii) The semigroup $P_t f(\Lambda) = \mathbb{E}[f(X_\Lambda^t)]$ is self-adjoint on $L^2_\mu$, Feller but not strong Feller. Its associated Dirichlet form is regular, strongly local, irreducible, recurrent, and has Kusuoka-Hino dimension $d$.

(iii) The semigroup $(P_t)_{t > 0}$ does not admit heat kernels with respect to $\mu$. It does have Gaussian heat kernel with respect to the not-$\sigma$-finite (no Radon-Nykodim theorem) pushforward measure $\lambda_\Omega^d$

$$p_{\Omega}(t, \Lambda_1, \Lambda_2) = \begin{cases} p_{\mathbb{R}^d}(t, h_{\Lambda_1}^{-1}(\Lambda_2)) & \text{if } \Lambda_2 \in \text{orb}(\Lambda_1), \\ 0 & \text{otherwise.} \end{cases}$$ (7)

(iv) There are no semi-bounded or $L^1$ harmonic functions ("Liouville-type").
no classical inequalities

Useful versions of the Poincare, Nash, Sobolev, Harnack inequalities DO NOT HOLD, except in orbit-wise sense.
The unitary Koopman operators $U_t$ on $L^2(\Omega, \mu)$ defined by $U_t f = f \circ \varphi_t$ commute with the heat semigroup

$$U_t P_t = P_t U_t$$

hence commute with the Laplacian $\Delta$, and all spectral operators, such as the unitary Schrödinger semigroup.

... hence we may have continuous spectrum (no eigenvalues) under some assumptions even though $\mu$ is a probability measure on the compact set $\Omega$.

Under special conditions $P_t$ is connected to the evolution of a Phason:

"Phason is a quasiparticle existing in quasicrystals due to their specific, quasiperiodic lattice structure. Similar to phonon, phason is associated with atomic motion. However, whereas phonons are related to translation of atoms, phasons are associated with atomic rearrangements. As a result of these rearrangements, waves, describing the position of atoms in crystal, change phase, thus the term “phason” (from the wikipedia)."
**Phason evolution**

**Corollary**

The unitary **Koopman operators** $U_{\vec{t}}$ on $L^2(\Omega, \mu)$ defined by $U_{\vec{t}}f = f \circ \varphi_{\vec{t}}$ commute with the heat semigroup

$$U_{\vec{t}}P_t = P_t U_{\vec{t}}$$

hence commute with the Laplacian $\Delta$, and all spectral operators, including the unitary **Schrödinger semigroup** $e^{i\Delta t}$

$$U_{\vec{t}}e^{i\Delta t} = e^{i\Delta t} U_{\vec{t}}$$

Recent physics work on phason ("accounts for the freedom to choose the origin"): Topological Properties of Quasiperiodic Tilings (Yaroslav Don, Dor Gitelman, Eli Levy and Eric Akkermans Technion Department of Physics)
https://phsites.technion.ac.il/eric/talks/
TOPOLOGICAL PROPERTIES OF QUASPERIODIC TILINGS

YAROSLAV DON, ELI LEVY AND ERIC AKERMANS
DEPARTMENT OF PHYSICS, TECHNION – ISRAEL INSTITUTE OF TECHNOLOGY, HAIFA, ISRAEL

Abstract

Topological properties of quasiperiodic tilings are examined. We study two specific physical quantities: (a) the structure factor related to the Fourier transform of the structure; (b) spectral properties (using scattering matrix formalism) of the corresponding quasiperiodic Hamiltonian. We show that both quantities involve a phase, whose specific physical quantities: (a) the structure factor related to the Fourier transform of the

Substitution Rules and 1D Tilings

Define a substitution rule by

\[ a(t) \rightarrow a(t) \quad \text{and} \quad b(t) \rightarrow a(t) \]

Associate occurrence matrix \( M = \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix} \).

Consider only primitive matrices:

- Largest eigenvalue \( \lambda_1 > 1 \) (Perron-Frobenius).
- Left and right eigenvectors are strictly positive.

Definition of letters under nest 1

\[ \lambda \rightarrow a \quad \beta \rightarrow b \]

Define atomic density

\[ p_{\alpha} = \sum_{n=1}^{\infty} \delta(x - n \omega), \]

with distances for \( a \) and \( b \) given by \( d_a = \omega_1 - \omega_1 = d_b \).

Let \( \xi \) be the mean distance and \( \alpha \) the deviation from the mean.

Define \( n_\alpha = \frac{\lambda + \alpha}{\lambda - \alpha} \).

Let \( (\xi) = \sum_i x_i^2 \) for the structure factor, and \( (\xi) = |\langle \xi \rangle|^2 \) for the structure factor.

Using \( \xi = 2n \), the Bragg peaks are located at \( \{n \} \)

\[ \sum_{n=1}^{\infty} \delta(x - n \omega) \quad n, N \in \mathbb{Z}. \]

We consider the following families:

- Prewitt: The second eigenvalue \( \lambda_2 \leq 1 \). All eigenvalues are real numbers.
- Fibonacci: \( \lambda_2 \leq \lambda \leq 1 \). All eigenvalues are real numbers.

Examine the following examples:

\begin{itemize}
  \item **Fibonacci**: \( a = \omega_a, b = \omega_b \).
  \item **Prewitt**: \( a = \omega_a, b = \omega_b \).
\end{itemize}

For the Fibonacci, \( \psi(a, \omega_a) = \psi(b, \omega_b) \).

The discrete Fourier transform of \( S(\xi) \) about \( n \) reads

\[ \hat{S}(\xi) = \sum_{n=1}^{\infty} e^{-i\xi n} \psi(n) = \sum_{n=1}^{\infty} e^{-i\xi n} \psi(n) \]

- The structure factor \( S(\xi) = |\psi(\xi)|^2 \) is independent.
- The phase of \( S(\xi) \) is constant.

Covariance:

\[ \theta(\xi) = \frac{1}{\bar{S}(\xi)} \sum_{n=1}^{\infty} e^{i\xi n} \psi(n) \psi(n+1) \]

\[ \hat{\theta}(\xi) = \sum_{n=1}^{\infty} e^{-i\xi n} \psi(n) \psi(n+1) \]

Here we used the Fibonacci sequence \( (n = 1/n) \) with \( d_a = 233 \) sites.

Spectral Phase - Scattering Matrix Approach

Spectral properties are also accessible from the continuous wave equation,

\[ -\partial^2 \psi(x) - k^2 \psi(x) = \beta \psi(x) \]

\[ \beta = \beta_0 + i \beta_1 \]

with boundary conditions.

The scattering \( S \)-matrix is defined by \( \hat{S}(\xi) = \frac{1}{2} \left( \hat{S}_+ + \hat{S}_- \right) \), with \( \hat{S}_+ = \hat{S}_-^{\dagger} \).

It is unitary and can be diagonalized to \( S = e^{\dagger} e \).

Let \( \Psi = e^{\dagger} \Psi \) such that \( \Psi \) is \( \mathbb{C}^N \times \mathbb{C}^N \) with the total phase shift \( \Delta \) \( \equiv \beta_0 x_1 + \beta_1 x_2 \) (independent of \( \Psi \)).

The structure of \( e^{\dagger} \Psi \) is determined by the phase shift \( \Delta \).

The phase \( \Delta \) is independent of the phase \( \psi(x) \) and the initial condition \( n(0) \).

\[ \Delta = \frac{1}{2} \int_{-\infty}^{\infty} \psi(x) \psi(x+1) \mathrm{d} x \]

Here we used the Fibonacci sequence \( (n = 1/n) \) with \( d_a = 233 \) sites.

Relation between both phases: a "Block Theorem"

In 1D C&P structures, the locations of Bragg peaks for a diffraction spectrum correspond to the spectral density of states.

\[ \xi_0 = \frac{\pi}{\Delta} \]

\[ \hat{\theta}(\xi) = \frac{1}{\hat{S}(\xi)} \sum_{n=1}^{\infty} e^{i\xi n} \psi(n) \psi(n+1) \]

\[ \hat{\theta}(\xi) = \frac{1}{\hat{S}(\xi)} \sum_{n=1}^{\infty} e^{i\xi n} \psi(n) \psi(n+1) \]

\[ \theta(\xi) = \frac{1}{\hat{S}(\xi)} \sum_{n=1}^{\infty} e^{i\xi n} \psi(n) \psi(n+1) \]

The integrated intensity of states \( \xi \) (red line) on the top-spatial structure \( \beta_1 \psi(x) \psi(x+1) \) shows numerically the relation between \( \xi_0 \) and \( \Delta_0 \).

Drawing the integrated density of states \( \xi \) (red line) on the top-spatial structure \( \beta_1 \psi(x) \psi(x+1) \) shows numerically the relation between \( \xi_0 \) and \( \Delta_0 \).

Both \( \xi_0 \) and \( \Delta_0 \) are isomorphic to \( \mathbb{Z} \times \mathbb{Z} \). The second \( \Delta_0 \) corresponding to \( \psi \) can be derived independently from the windings of both the structural phase \( \alpha \) (red line) and the clinal phase \( \beta \).

Since these phases account for windings, they are independent of the scattering boundary conditions.

The winding gives a topological interpretation to these phases. This result can be visualized as a Bloch theorem for quasiperiodic tilings [9, 10].

Conclusions

- We have studied two types of phases—structural and spectral—one whose windings unveil topological features of quasiperiodic tilings.
- We have found a relation between these two phases, which can be interpreted as a Bloch-like theorem.
- We have considered here a subset of tilings, which are known as Stuwart (C&P) tilings. Our results can be extended to a broader family of tilings in one dimension, and to tilings in higher dimensions [11, 12].
- All these features have been observed experimentally [5, 6].

References

Another way to define a tiling is by using a characteristic function. We consider the following choice \([4, 5]\):

\[
\chi(n, \phi) = \text{sign} \left[ \cos \left( 2\pi n \lambda_1^{-1} + \phi \right) - \cos \left( \pi \lambda_1^{-1} \right) \right]
\]

with \(n = 0 \ldots F_N - 1\) and \([0, 2\pi] \ni \phi \rightarrow \phi_\ell = 2\pi F_N^{-1} \ell\). The phase \(\phi\)—called a phason—accounts for the freedom to choose the origin.

Let \(s_0(n) = \chi(n, 0)\). Let \(T[s_0(n)] = s_0(n + 1)\) be the translation operator. Define

\[
\Sigma_0 = \begin{pmatrix}
  s_0 \\
  T[s_0] \\
  \vdots \\
  T^{F_N-1}[s_0]
\end{pmatrix} \implies \Sigma_0(n, \ell) = T^\ell [s_0(n)]
\]
Helmholtz, Hodge and de Rham

**Theorem**

Assume \( d = 1 \). Then the space \( L^2(\Omega, \mu, \mathbb{R}^1) \) admits the orthogonal decomposition

\[
L^2(\Omega, \mu, \mathbb{R}^1) = \text{Im } \nabla \oplus \mathbb{R}(dx).
\]

In other words, the \( L^2 \)-cohomology is 1-dimensional, which is surprising because the **de Rham cohomology is not one dimensional**.


end of the talk :-)

Thank you!